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RR XA RIE X LA

" fE—IKER, WNETESFRRIEBXHEINEAT
" AE—DEAT, NERESPREIEXHEINER .
» PENIEFR: R@1(Recall@1), R@5, R@10

[ W]

A yellow dining room has a tablefh
: ol

Image- Image- Image-
train dev test

MSCOCO 113,287 5,000 5,000 5 for each
Flickr30K 29,000 1,000 1,000 image




\

WMo IR (Visual Referring Expression)

S

" HE— MBS RIE,
H R

» E5Z& Lt f5l]Intersection over Union (loU) :
B SCANTIUN B AR

= N loU &1 0.5, MIAAE, BHAE.

RefCOCO:
fE_l. % H_ I:Ij :J:Elf% E/‘_.I 1.egiraffe on left
. 2. firstgiraffe on left
RefCOCO+:

| 1. giraffe with lowered head
(& 2. giraffehead down

RefCOCOg:

1. an adult giraffe scratchingits
SR back with its horn

~ =% 2 giraffehugging another giraffe

I Vi S FEKE

RefCOCO 50,000 19,994 142,209 3.61
RefCOCO+ 49,856 19,992 141,4564 3.53
RefCOCOg 26,711 54,822 85,474 3.43



" B A AR A Y
n % }ﬂl— X q_ -I’ E E }ﬁ The dog was ready to go. ::(eh.ad a great time on the :::, .was very happy to be in the :ii::nom was so proud of ::ir\:::ls a beautiful day for
= S MFE4R: BLUE, ROUGE, MEOTER, SPICE

BiRs

MSCOCO 300,000 + 5 perimage

‘ "°""'"'“9‘ Two dogs aylnthograss. M 30'000 158’000 in tOtaI
motorcycle on a dirt road.
S =000 S per image
108,000 + 1,445,322 in total
[ 10,000 S per image
S e O s T FlikrStyle10K 10,000 Romantic, humorous, factual



MBETES [a] & (Visual Question Ansering)

4096 output units from last hidden layer 1024
(VGGNet, Normalized)

Who is wearing glasses? Where is the child sitting?

man woman frldge arms _ X
‘ ; E o f:sf : %Oo —
1024 1000 1000
Ccnvolut'ion Layer ) FuIIy-Conn'ected MLP FuIIy-Connected
onvolution Layer Pooling Layer  + Non-Linearity Pooling Layer “u~n
c+ Norlu—tLineaLriZy > 2
Is the umbrella upside down? How many children are in the bed? ZXZXSTZ ST 1024
I I I I I I I Point-wise ¢\ connected Softmax
y multiplication
Fully-Connected
“How many horses in this image?”
BiRES A B R
VQA2.0(2015) 204,721(coco) 1,105,904 10 annotated answers : yes/no, number, other

Synthetic; Reason about relationships between

LBV Tl Sl pelas objects of different shapes, colors and sizes
Visual : Region based qga-pair and caption, scene graph,
Genome(2016) L ol Eeeg, e LAy object detection with annotated attribute
GQA(2019) 113,018(coco,flickr, 22 669,678 Unbalanced data; scene graph based; full answer;

visual genome) word-object mapping



M FBEIRHEIE  (Visual Commonsense Reasoning)

b) He just told a joke.
c) He is feeling accusatory towards [ person1 1.

d) Heis giving [person1 ] directions.

a) [person1 ] has the pancakes in front of him.

b) [person4 ’ ] is taking everyone’s order and asked for clarification.

C) [be,r'soh3 ] is looking at the pancakes and both she and
[person2 1] are smiling slightly.

d) [person3 ] is delivering food to the table, and she might not
know whose order is whose.

% BE—KER. —EBRYE. —PEE. ONER, (1) iLRER
FEW—ERSEAEE—ER, (2) IR FER HIZE RAERE.

" RS VCR: M110kEE 52 A B, HERAY290KZ 1EQA.

From recognition to cognition: Visual commonsense reasoning, ICCV. 2019.



TR IRETE (Visual COMET)

O I

—H
Jd+
IT1

" N E—IKE R T EIRY MR R R, EROXE R BTSN
SRS MNRRE, FZE(E J# iNE LN —

.|I|nl

R Auxiliary Text
|| Train Dev Test | Total Event: [Person1] is holding onto a bronze statue
while waves of water crash around him.
59 ,356 i Place: Inside a sinking ship

# Images/Places
# Events at Present

47,595 5973 5,968
111,796 13,768 13,813 | 139,377

# Inferences on Events Before 467,025 58,773 58,413 584,211
# Inferences on Events After 469,430 58,665 58,323 586,418
# Inferences on Intents at Present 237,608 28,904 28,568 295,080
Before, [Personl] needed to... Because, [Person1] wanted to...
# Total Inferences || 1,174,063 146,332 145,309 |1,465,704 § e prs— pE——
- See the water coming. - Keep his head above water. - Regret boarding the ship.
- Swim towards the statue. - Wait for help to arrive. - Get washed away.

Table 1: Statistics of our Visual Commonsense Graph repository: there are in
total 139,377 distinct Visual Commonsense Graphs over 59,356 images involving
Fig.2: Task Overview: Our proposed task is to generate commonsense infer-

1,465,704 commonsense inferences.
ences of events before, events after and intents at present, given an image,
a description of an event at present in the image and a plausible scene / lo-

cation of the image.

Visual COMET: Reasoning about the Dynamic Context of a Still Image[J]. 2020.
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O ST AN M 2
15*%%11:1 =

EAREE: UER-XAMSEA BN, BEEFEIESHEAFNIEXERT.
AR BF, BERXHE, BARSAS (CLS)

*ﬁ/b\x——E’- _-J
o WIEAEAE ( LXMBert, VILBERT, CLIP) ;| ZEENKTH
» EBIRFEAY (VLBert, Unicoder-VL) : REENXXEH

---- e ] (] G | ]~ ]
ansformer Encoder )
Unicoder-VL

Encoder )

Eias) -Vm -unsn -V.mm. -m -m -E"m -Im -lm

<CLS> Man shopping for fruit , , <SEP>
(Wo W, W, Wi w, ol Embed]—t—l TRM

positi

L-k x
Figure 1: Our VILBERT model consists of two parallel streams for visual (green) and linguistic g - @@
(purple) processing that interact through novel co-attentional transformer layers. This structure allows () - =)
for variable depths for each modality and enables sparse interaction through co-attention. Dashed _ _ , _ , . ,
. . . . Figure 1: Illustration of Unicoder-VL in the context of an object and text masked token prediction, or cloze, task. Unicoder-VL
boxes with mu1tlpller SUbscnptS denote repeated blocks of layerS ; contains multiple Transformer encoders which are used to learn viusal and linguistic representation jointly.

VIiLBERT, NIPS 2019 VLBert, ICLR 2020
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7N |-

= ISR ESS
BE=EE1|% (Masked Language Modeling, MLM)
» B XiEEZ (Mask Region Modeling, MOC)

= & XILAZ (Visual-Linguistic Matching , VLM)

= Tl + T ilEHUE
» [ R GREH T4 (COCO, Visual Genome, Conceptual Captions,

and SBU Captions)



MVPTR: % EXRIEXKEKHIIRE

J\ AN
l’ ________________________________________________ \
I
e v we) vse
v i cosine similarity :
e 7 7 [ ] o) xn !
I
I Multi-Modal Encoder —¢ :
| 1 |
| st 7 7 O cs]xn !
'\ Cross-Modal Learning Stage U e R™" ,'
1) ! )
c---- - - - - --------~-"=-=-~- - - oo T - T Tt \
% D [CLS] ﬁCLS], MCR
Textual Encoder Visual Encoder r 1

7/ e [res)) 7

Um Modal Learning Stage

———————

N
N

Textual Tokens Phrases Concepts Region Features Concept Tags /// //A Masked Tokens
MVPTR: Multi-Level Semantic Alignment for Vision-Language Pre-Training via Multi-Stage Learning, ACM MM 2022



Z FRE X BN

" XARFFH BE+ BIEMS (s
XL + SLIRAREE

SZ1k

o)

R

FHEMEMKR)

r

- :
.- I man surfboard | ,r a man riding a big wave on
' wave arm leg 11

Image

MVPTR: Multi-Level Semantic Alignment for Vision-Language Pre-Training via Multi-Stage Learning, ACM MM 2022

top of a surf ##tboard

big-wave man-ride-wave
man-on top of-surfboard

a man riding a big wave

on top of a surfboard

on top of H surfboard ]

\

[ ride H wave H big ]

v

Sentence

Scene Graph




MVPTR: [T BT 4k 7

N
S

/A

"Wk BES 4 REERS
" WARTIU: BEE + A

—— e e e - e e e e e e e e e e e e e e e e M e e e e e e e e e e e e e

s \
I, . c r 2 ( y 1
' 1™ | ‘MM | | WPG | . VsC i
I I | D SR T |
1 ‘ .~ 7T ON cosine similarity I
s 7 7 [cs] xn !
I r s, rrrs [ ] l
I 1
I Multi-Modal Encoder '—¢ I
I I
| sy 7 7 fas)xn !
I\ Cross-Modal Learning Stage U e R™" ,'
L) 1

(B s GER o SED A T GEE e i e \
cLs cLs v I

i % fesi - ffois) MCR | |
|

I Textual Encoder Visual Encoder r
| - > @
1 /7 [cLs]  |reus)| //A :
| Uni-Modal Learning Stage ]

\

—————————————————————————————————————————————————

Textual Tokens Phrases Concepts Region Features Concept Tags /7. 7/ Masked Tokens

" BRRTSHER:

" S ERXSEE (MCR)

" IERESHER

" =HHH

contrastive learning (VSC)

" WA E

JLEZ . visual-semantic

JLEZ . weakly-supervised phrase

grounding (WPG)

" KR

(MLM)

X

X ILEC (ITM) P IS HETE

MVPTR: Multi-Level Semantic Alignment for Vision-Language Pre-Training via Multi-Stage Learning, ACM MM 2022
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Masking

v
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-
i fnet ol B

OFA: Unifying Architectures, Tasks, and Modalities Through a Simple Sequence-to-Sequence Learning Framework, 2022

e

I&LI
|_|JLJ\

%5'] 2 Fp A A9 T

?J/I\E%E’\Jﬁzli (S, ARIRS. XAK)
SR 1ﬁ§)

Unified Vocab.

B_. 0z B2
mga

VG: Which region does the text “Man in
white shirt” describe?

- is - img8192> Cl l0c1000>

[GC: What does the region describe? region:

Textvocab.  Image vocab.  Location vocab.

Man in white shirt J

ITM: Does the image describe “Two boys
playing frisbee on the grass” ?

)

Image Captioning: What does the image
describe?

VQA: How many people are there in the
picture?

Detection: What are the objects in the
image?

c F‘ \ (Two boys playing frisbee on the grass ]
J ] (Two ]
Tasks T T Visualize
. & c187><locd7><loc .l 4 r<loc
J Visual Grounding ' s e
i Grounded Captioning il s i

| Image-Text Matching

+ Image Infilling: What is the image in the
middle part?

Image Captioning
| Visual Question Answering |

<img123><img756><img311>...<img521 >}-— Decoder -——E

Object Detection

[Text Infilling: What is the complete text of

“A <mask> woman” ?

Image Infilling

Text Infilling A beautiful woman )

Vision & Language Tasks Vision Tasks Language Tasks
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iy - AEFAG K
ZEAR (IX 2022 3 A4

/)N

"I G B IE R4
14M 5 8 R ILE T (COCO, VG, CC, SBU)

= 100M~5B 55 L B2 X (LAION, in-house data)
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E:

2022F R NIBES A fET 1

" j(i'g /= *%9_}!2;%5},:9/‘] A ? 60
= 4 g R Tl gk
- IR
» R T AERZRHRAEFES

N
o
T

%

—e— 1,836 tasks
—eo— 282 tasks
89 tasks
9 tasks

b
o
T

" NMESRHENRUBZ 5L HUE

 EEE—TEANKEAR

Normalized average on
held-out tasks (%)

—e— No finetuning

s RS RS AERT K oL | N
" SRAHYZURE 8B 628 5408
Model size (# parameters)
TR EEFEESRERTABAE?




NIBE RIS B ZAR SR B 7

s KIESHAT NN AR, MRS
- R TR B TR A B S A E X 2]

Visual Encoder

?vi‘é\

/ Audio Encoder

4_2
/
\
N\
—, Language Input
[
\
N
—

P
@ LLMs
\_




AARM B S RE (Large Vision Language Model)

" RURIBSRENBRBRTE (FHF)

= FAKXKESEREE (LLMs) fEAET + wsmtld=s
s B SRARIRH ARG + 5008
{_A red boat on the waterJI
————F
4 )
© LLms
\_ J
1 ‘ o, ———— I
rlmage:] Connection Module rTnstruction: Describe the image. Response:]

L | J O T 2T )

Visual Encoder




A BERENZGZ FTER—:

» LA R AEXTSF R RIBES 2B AYTE X =[]
s iR {FEATIZU wRiDES (e.g., CLIP)
 KIEESHRE {FHNEMNKIES RS
s EEAT Z&M. EBCes. BHIEs. Q-former

s FHER-XAITHITIEXITSF, W, ARBERERES

» B EEITESEBEHTIIEG, AR EFRAABLER

Next Token

Language Model %

Connection Module Language Model

Vision Encoder ({({({“‘

Visual Tokens Text Tokens




AT IE S 1R

S — - S0,

OH

" IR LIRS IR

R TIE R IREEGEES

= (§ChatGPT / GPT-43H B A& Al FE L T
= FIETE R

(XX ARIES LIRS

» X HIIES RS

5B
= Loss: 7B B AYER R F SCAR A B 5k

Response type 1: conversation

Question: What type of vehicle is featured in the image?

Answer: The image features a black sport utility vehicle (SUV).

Question: Where is the vehicle parked?

Answer: The vehicle is parked in an underground parking area, likely in a public garage.
Question: What are the people in the image doing?

Answer: The people are trying to fit all of their luggage into the SUV, likely preparing for a trip.




A iE S R F R

‘JI

" U5 gR L me

" ViT-L/14, ViT-G/14, ImageBind Language Model

" KIESIREY Connection Module
" FlanT5, LLaMA, Vicuna, LLaMA-2 Chat
n L FEAE LR Vision Encoder

= 2% % J=: LLaVA, PandaGPT, Shikra

" &l ES: LLaMA-Adapter V2, ImageBind-LLM

= Q-Former: BLIP-2, InstructBLIP, MiniGPT-4, Cheetor, BLIVA
» T E8S: Lynx, Multimodal-GPT, mPLUG-Owl



LLaVA : BT &M ERIEEIRIR

m %ﬂﬁgﬁﬁgﬁg: VlT-L/14 Language Response Xa.. .
" kiﬁ%—*ﬁﬂ: Vicuna, LLa MA, L Language Model f =
" EJEREBR: Projection W SO A

Projection W 7 H, f Hq

IR EREER T }(V Image Xq Language Instruction

Figure 1: LLaVA network architecture.

= Tl 2k
" 54 e gmier H KIESEE fINE, FHERKRIMERN B IR
AYLSAER (595K M AR ZREEXT CC3M )
n 351498 (158K Multi-Intruct BUAEUR )
" ARG MRt eR N E
"E MR RKIESEE

1]




LLaMA Adapter V2: & FiEEE s a9 E 5 1R

" W mgmiDaEs: ViT-L/14

" KIESHRE: LLaMA

o IR Linear, Adapter, Gate

» AFUNG I R EFNERRRNSE, XHEESHIE

Adaption 4
D Prompt Adap‘l‘er' + Bias Layers xL 3%:
D Visual =1
Prompt . I
L1
& Fine-t .
we-tune Late FUSIOH T
3% Frozen

4 Concatenate

Adapter + Bias& Layer 1 23

) - 1
nun I

Projection —>

Early Fusion



BLIP-2

BT Q-FormerfyiE 1 iR

_________________________________________________________________________

| } L Jb%ﬁt-"%% V|T— L / 14 : Vision-and-Language | | Vision-to-Language

» KJEEHEA: Flan-T5, Vicuna %
" EIEMEBR: Q-Former { (o B

Representation Learning : : Generative Learning

I

Write a romantic message |
that goes along this photo. |

Q-Former
Querying Transformer | | !

f f

Love is like a sunset, it’s

Text I i hard to see it cominé but !
Queries ) ! when it does it’s so beautiful. |
Bootstrapping Pre-trained i i Bootstrapping Pre-trained
Image Models | Large Language Models (LLMs)

_________________________________________________________________________

- E:Jﬂi—ﬁ}ll 2 Ex

$§°§

Former (3705 AT FI— 1 AL A B E 2

i wgmAes: M1 KIBEERE A%, RE—1ir=2R09Q-Formerfy

gk,

_—afﬂ/\*;:?:sla? Zh




Lynx : ET RN a% B AR R

" M RADES: ViT-L/14

» KIES1EAY: LLaMA, LLM Adapter (add new layers)

= FIZFEBR: Perceiver

=l : KBS IREIE Bl AR NS
IESHUAE: SENXA. BR XA A X

) Image Token () Instruction Token ¢ ) Placeholder @ Predicted Token

92 <RESPONSE>
Image Description / VQA / ...
7 aeeee; &
Video Description / VQA / ... ( Lynx J
Give three tips for ? A ? ? ? T ? ?
staying health y. ' Text-only Tasks 1
EVA + Resampler } ( Text Embeddin ]
T [ i i
o Open-ended Dialog T !
RN <IMAGE>/ <VIDEO> <INSTRUCTION>

and also the artist?



S
-Tl-b/\\?mﬁi 3 7|‘E 1
g~ 8] A
MLLM training paradigm Pure Text Instruction
MLLM
e Instruction: <instruction>
[ Encoder ] [ Adupber ] [ LLM ] Input: <text>
1 Response: <output>
E Feature Alignment |
. Pre-training
_______ I RS Visual-Language Instruction
=
! Visual-Language | <BOS> <context>
:__hisf'?fn_on_'l:ufl_n_g_ E ### Instruction: <instruction>
l ### Input: {<images>, <text>}
[ Tuned MLLM ] " ### Response: <output> <EOS> D

ETIENERTE: MULTIINSTRUCT, InstructBLIP,MiniGPT-4, KOSMOS2.M3IT, etc
B4 IESHIE:  LLaVA,Syphus,LVIS-INSTRUCTAV,LMEye,LAMM,MosIT,etc
RS EUERS: Mplug-Owl, PandaGPT, LAVIN, BLIVA,etc

Vision-Language Instruction Tuning: A Review and Analysis, arXiv:2311.08172, 2023



ETUAIRINIESHE
[ Annotation Data ]

" WA MRIBRPRTEIE P IRER e

manual
written
TN tEE I |
" ER: MERERAEBHEIRETIZE il S —
Ty i Ll T i
_____ -’\ / E Standard

¢ 1Y MEBARITBYAIHETIE | | o
HR;TEJEK*IJ , _k* E ?}E A _— 7|;/j EI] )_L*EF -T[- = E (e.g., brief, detailed, etc.) R |

SERFF, HIEERAEE A R R
SUERIIES

-~
{<images><text>} | -~ _______ "
| |

label, bbox, answer, etc. o
5 "' Response |
" Expand — T x

| LLM Based | | .

Annotation Adaption



Multi-Instruct: ZEASIESHIBAKIEE

/ _ o
Visual Relationship '/ VQA N (- Temporal Orderlng\ C Grounded \ / Grounded Matching \
[ psal Oject j ((Open-Domain VoA ) Wikihow Next Step ) ST o ) (Referring Expression)
elationship Generation Object Matching .
/ . \_ ) L Selection y
Visual Object Visual Question ) o (Grounded Captlonmga
[ Identification ] Answering W'k'rg)é’;’e':gg:‘ Step ( Region-Text | ( Object-Region )
Visual Groundin ] Matchi Matchi
Visual Subject ] (Compositional VQA) =~ ( 0 \. ahing AN atching J
e - N
Identification Text VOA Wéﬁ;g;:?;g:{ﬁ;t [ Object Grounding ] ( Region-C_aption ) Object-Region )
[ Visual Object j J L Matching ) L Selection )
Localization Outside Knowledge iki ] >) ( Text Localization ]
VQA VARGOW feat Imgge (" Grounded Caption N ( Missing Object )
Visual Subject \ \_femporal Ordering ) N Selection Selection
o j L (Referring Expression \ J J
Localization Grounded VQA - Grounding
e _\, b > (" Visual Grounding h
Qﬁ;ﬂﬁ?ﬁgnﬁzﬁ? j . Commonsense VQA = CO;\er:eoannsi:;se | | (Referring Expression | \ Selection ) /
& \ 4 _ Generaton ) -
) - - Visual Spatial >
\ [ N\ [ i i j (" Grounded Object ) 4 ; N\
Image Generation Image Text Matching Relationship | identification . Miscellaneous .
Image Infilling K : Text Type Multimodal Factual
( ) ) (Image Text Matchlng) Natural Language for Y / [ Classification Checking
‘ ' - Visual Reasoning e :
/ . - - g oge, - -
" Image Attribute (Image Text Selectlon) Captioning ( Text Legibility J Visual Dialogue
Question-Image - - —
( Image Quality ) [ Maiching g ) Visual Entailment | ( Image Captioning ) | Visual Text Extraction ,
J \ _/ \_ __/ _ VAN J

MULTIINSTRUCT: Improving Multi-Modal Zero-Shot Learning via Instruction Tuning, arxiv 2212.10773



InstructBlip: &

S

I E

I 4 - -

FR-

T CENE

rinl

\_l—-

Nl

" HIEAIE

REHES K926 DA FFEIR S

Ll

N EECVEmIE 11F

/Illll'

S FEMNMES, AREITT

10-15E

IRE

== -T'- *x*&

VAR

" IZBIEE,
Nk

/| 11 ¢

- InstructBlip21&
SR %

Image Captioning

Image Question Answering

-
Image Question Generation

N\

[ VQAvV2 ] [ Visual Conversation J
[ VQAvV2 ] [ OKVQA ] [ Complex Reasoning ] l
[ VizWiz ] [ A-OKVQA ] Detailed Imag ]
Description

N
LLaVA-Instruct-150K

~

J

( \
Visual Reasoning Visual Conversational QA Video Question Answering
[ coco caption | ( GQA ] [ ViwlDilg | | MSVD QA ]
[ webCapFit | Visual Spatial [ wmskviTQA |
Reasoning -
[ NoCaps ] p . [ iVQA J
- [ IconQA ] Knowledge Grounded
[ Flickr30K ] Image Question Answering
J
. | OKVQA J
Image Captioning \
Reading Comprehension [ S ] VImage Question Answering |
[ TextCaps ] L [ [ ScienceQA ] ) | Reading Comprehension

[

OCR-VQA

)

[

TextVQA

)

Image Classification

[

HatefulMemes

]

InstructBLIP: Towards General-purpose Vision-Language Models with Instruction Tuning, arXiv:2305.06500




SN2 - —
MiniGPT-4. ETFINB IR ERIER LA =<
d 5 - - / \ /_— " \ +
Yaxay h / -
| /B — /\ LY 2 B 2 \ J:FU The logo design is simple and minimalistic, with a pink line drawing of a flamingo
2] )| £X TV NI<F £ e i
ar S - standing on one leg in the water. The design is clean and easy to recognize, making it
Iz H- ’ﬁ‘ g S e i A | suitable for use in various contexts such as a logo for a beach resort or a flamingo- l
-T— S 1 E S\ %]] 7/ E | themed event. The use of a flamingo as a symbol adds a touch of whimsy and fun to ]
- | the design, making it memorable and eye-catching. Overall, it's a well-designed logo
T N H \* \ that effectively communicates the brand's message.
i FHChatGPT fiL{t figid
F % R —E
e —_ '\
" FEm U E MR- R B — B

ﬁ

7 9
Vicuna

Q-Former

&
e format: e Vit

e ##H#Human: Describe this image in detail.
Give as many details as possible. Say
everything you see. ###Assistant:

MiniGPT-4: Enhancing Vision-Language Understanding with Advanced Large Language Models, arXiv:2304.10592



A R FESHIE (Self-Instruct)

" fER

ﬁf‘ﬁﬂ 11ES 5‘:9_}!1_],

INERFRARESRERE RS

A RS

= Bk R %Rﬂﬁﬁéﬁﬁ“

\%%

\

SR

BEERIARE

RiER . REIRR . RS TUAYER

=, TFAIBEIE ﬂﬂ’liﬁu]\ B4 M i

|:| 700N

=2 PRIE| D) E XN TR TEZF

TRV SR

/

=L At

Different types of annotation data
for the same object
2\

An
Annotation Data

' '
| Template | [ LLM | ...
In-Context System
¥ E—— Examples Prompt
[ Detailed Description ]

C um |

Postprocessing }

_______________________________

Self-Instruct
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>%mp%@ﬁ%EMREmM%ﬁﬁﬁﬁ AR AT,

ABRNAE, —MEd @mkA%WMHuhu

Context type 1: Captions

A group of people standing outside of a black vehicle with various luggage.
Luggage surrounds a vehicle in an underground parking area

People try to fit all of their luggage in an SUV.

The sport utility vehicle is parked in the public garage, being packed for a trip
Some people with luggage near a van that is transporting it.

Context type 2: Boxes

person: [0.681, 0.242, 0.774, 0.694], person: [0.63, 0.222, 0.686, 0.516], person: [0. 444 (. 233;
0.487, 0.34], backpack: [0.384, 0.696, 0.485, 0.914], backpack: [0.755, 0.413, 0.846, 0.692],
suitcase: [0.758, 0.413, 0.845, 0.69], suitcase: [0.1, 0.497, 0.173, 0.579], bicycle: [0.282, 0.363,
0.327, 0.442], car: [0.786, 0.25, 0.848, 0.322], car: [0.783, 0.27, 0.827, 0.335], car: [0.86, 0.254,
0.891, 0.3], car: [0.261, 0.101, 0.787, 0.626]
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Response type 1: conversation

Question: What type of vehicle is featured in the image?

Answer: The image features a black sport utility vehicle (SUV).

Question: Where is the vehicle parked?

Answer: The vehicle is parked in an underground parking area, likely in a public garage.

Question: What are the people in the image doing?

Answer: The people are trying to fit all of their luggage into the SUV, likely preparing for a trip.
Response type 2: detailed description

The image is an underground parking area with a black sport utility vehicle (SUV) parked. There
are three people in the scene, with one person standing closer to the left side of the vehicle, another
person in the middle, and the third person on the right side. They are all working together to pack
their luggage into the SUV for a trip.

In the parking area, various luggage items are scattered around the vehicle. There are two backpacks,
one located near the left rear wheel and the other closer to the right side of the vehicle. Additionally,
there are two suitcases, one on the right side of the car and another further away near the center of
the parking area. A bicycle can also be seen on the left side of the vehicle.

Other cars are parked around the main SUV, with one car positioned behind it and slightly to the left,
another behind and slightly to the right, and the third car further behind on the right side.
Response type 3: complex reasoning

Question: What challenges do these people face?

Answer: In the image, a group of people is standing outside a black SUV in a parking area,
surrounded by various pieces of luggage, including suitcases and backpacks. They are facing the
challenge of fitting all their luggage into the black SUV. There are multiple suitcases and backpacks
to be packed, which suggests that the group has a significant amount of belongings to accommodate.
They might have to strategize and arrange the luggage efficiently to ensure that everything fits
properly into the vehicle. Additionally, they need to consider the comfort of the passengers and
visibility while driving, so the placement of the luggage must not obstruct the driver’s view or make
the passengers uncomfortable during the trip.
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To See is to Believe: Prompting GPT-4V for Better Visual Instruction Tuning, arXiv:2311.07574
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VALLEY: VIDEO ASSISTANT WITH LARGE LANGUAGE MODEL ENHANCED O\ Valley: Video Assistant with Large Language model
ABILITY Enhanced abilitY »
Ruipu Luo'?*, Ziwang Zhao'-3*, Min Yang'*, Junwei Dong'+4, Minghui Qiu', Pengcheng Lu', Tao Wang’, Zhongyu Wei? Understanding Complex Videos Relying on Large Language and Vision Models

1ByteDance Inc 2Fudan University 3Beijing University of Posts and Telecommunications “4Chongging University )
[Project Page] [Paperlfdemot

The online demo is no longer available, because we released the code for offline demo deployment

Video Assistant with Large Language model Enhanced abilitY
Ruipu Luo*, Ziwang Zhao*, Min Yang* (*Equal Contribution)

ABSTRACT

Recently, several multi-modal models have been developed for joint image and language understanding, which have
demonstrated impressive chat abilities by utilizing advanced large language models (LLMs). The process of
developing such models is straightforward yet effective. It involves pre-training an adaptation module to align the
semantics of the vision encoder and language model, followed by fine-tuning on instruction-following data. However,
despite the success of this pipeline in image and language understanding, its effectiveness in joint video and
language understanding has not been widely explored. In this paper, we aim to develop a novel multi-modal
foundation model capable of perceiving video, image, and language within a general framework. To achieve this goal,
we introduce Valley: Video Assistant with Large Language model Enhanced abilitY. Specifically, our proposed Valley
model is designed with a simple projection module that bridges video, image, and language modalities, and is further
unified with a multi-lingual LLM. We also collect multi-source vision-text pairs and adopt a spatio-temporal pooling
strategy to obtain a unified vision encoding of video and image input for pre-training. Furthermore, we generate
multi-task instruction-following video data, including multi-shot captions, long video descriptions, action recognition,
causal relationship inference, etc. To obtain the instruction-following data, we design diverse rounds of task-oriented
conversations between humans and videos, facilitated by ChatGPT. Qualitative examples demonstrate that our
proposed model has the potential to function as a highly effective multilingual video assistant that can make complex
video understanding scenarios easy. Code, data, and models will be available at https://github.com/RupertLuo/Valley.

Generated by stablecog via "A cute llama with valley”

https://valley-vl.github.io/ https://github.com/RupertLuo/Valley

Valley: Video Assistant with Large Language model Enhanced Ability, 2023
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[0s - 9.81s] A young child wearing a helmet is climbing on monkey bars on a
playground.

[0s - 9.365] A person riding a bike goes around the young girl and she climbs until the
last bar

Can you describe the scene that unfolds in the video?

In the video, a young child, wearing a helmet, climbs on monkey bars on a playground with a small boy underneath her. Meanwhile, a person riding
a bike goes around the young girl until she climbs the last bar

Dense Caption

& Instruction Data Generated by ChatGPT

Florida usa-1962: view of clothes hanging
from clothesline on a sunny day

i o

in the background.

lllustrate the video through a descriptive explanation, painting a vivid picture of its content.

First, we see a backyard with a red and white tent covering an area, and a little girl standing under an umbrella. Next, .... We also see a woman sitting at a table and a stack of books on the table.
Then ... A shirtless young man and a red awning over the building can also be seen in the background. After that... Finally... We can also see a woman sitting on a chair, ..., and a large brown bear

Short Caption
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@&} Instruction Data Generated by ChatGPT
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¥EEE Valley-Instruct-703k

This guy did an amazing martial arts
stunt. He jumped on the mat and did a
backflip. At the same time, a volunteer
was standing at the end of a mat
holding a stick with a board at the top at
the height of four meters. He amazingly
kicked the board and landed safely on
the mat.

feie-

Illustrate the video through a descriptive explanation, painting a vivid
picture of its content.

In this impressive video, a skilled individual showcases their martial arts
prowess with a jaw-dropping stunt. The video begins with the person
standing on a mat, poised for action. With a burst of energy, they launch
themselves into the air, executing a flawless backflip mid-flight.
Simultaneously, a volunteer positioned at the end of the mat holds a
stick with a board balanced on top, an astonishing four meters above
the ground. With ......

Detailed Caption

@ Instruction Data Generated by ChatGPT

» H T Jukinmedia #30 MG (F

Count

(a) Caption Length

10000
8000

6000

2000

The data has been open-sourced in

Wildlife 12.5%

Humor 9.1%

Talent 7.7%

DIY 3.6%

Uplifting
3.4%
Newsworthy
2.7%
Cute 2.7%

Parenting 2.6%

(c) Video Category

https://huggingface.co/datasets/luoruipul/Valley-Instruct-73k

AR, mA

Valley: Video Assistant with Large Language model Enhanced Ability, 2023

il

Awesome 13.3%
Pets 14.0%

Fails 14.0%
Other 5.1%
Food 1.6%

Art 1.6%

Family 1.8%
Fitness 1.9%
Weather 2.3%
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Main Structure The video shows &  man ..
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Unified video and image tokens Text tokens
Temporal Modeling Module
e a— =K .
T T ol ) o e . == AU stable-vicuna LLM
token1 token2  token3  token4 token5
\\k '
Different Frames Spatio Tokens Temporal Tokens Text inputs ,_Ll\\ 2
. Multi-task Instruction Data: Three types of video based u E-E_[, VIT
ViT-L/14 instruction data (detail description, conversation and
complex reasoning) generated from our self-collected
JukinMedia detailed video caption.
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The video shows a snowy forest with trees in the background. The two people are riding their
snowmobiles through this scenic landscape.

BB P A UAA?

The video shows a snowy forest with trees in the background. The two people are riding their
snowmobiles through this scenic landscape.

fEARNRH S~ N ¥

Sure! Here's a story for the video: The video shows a winter wonderland, where two friends decided to go for a thrilling ride on their snowmobiles. They both chose
their favorite color - red - for their jackets, making them stand out against the snowy backdrop. As they started their journey, they passed by trees and bushes,
making the scenery even more picturesque. They rode deeper into the forest, and soon the trees became taller and closer together, creating a feeling of adventure.
The friends were having a great time, enjoying the crisp winter air and the exhilarating speed of their snowmobiles. Finally, they emerged from the forest and rode
off into the distance, leaving behind a trail of snow and excitement. This video captures the essence of winter fun and the joy of exploring the great outdoors on a

snowmobile.
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Code: https://github.com/RupertLuo/Valley

Model Zoo:

* Valley-13b: https://huggingface.co/luoruipul/valley-13b-vi-delta

» Valley-7b: https://huggingface.co/luoruipul/Valley2-7b

* Chinese-Valley-13b: https://huggingface.co/Zhaoziwang/chinese valley13b vi
* Chinese-Valley-7b: https://huggingface.co/Zhaoziwang/chinese valley13b v1

* Instruction Tuning Data: https://huggingface.co/datasets/luoruipul/Valley-Instruct-73k
* Pretrain-data: https://huggingface.co/datasets/luoruipul/Valley-webvid2M-Pretrain-703K

Project Page: https://valley-vl.github.io/


https://github.com/RupertLuo/Valley
https://huggingface.co/Zhaoziwang/chinese_valley13b_v1
https://huggingface.co/datasets/luoruipu1/Valley-webvid2M-Pretrain-703K
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AMTIESERE (LVLIM) BI—1KK

- RRIGEREIEE S : HFEFFHRA (OCR) |, HIREIE (Commonsense
Reasoning) , RIEFFIEM (meme understanding)

« MEfRARIE AR : R L]% (Object hallucination)

MONDAY.

Instruction-based evaluation

S : )
® | Provide a detailed description
@ g
NEN of the given image.
s 4 . J
( 4
The image features a person | Ygm
I“S'I' Mo "n Av standing on a sandy beach, "
= S holding a colorful striped
Explain why this meme is funny. &5 umbrella to provide shade
- from the sun. The umbrella
$ This meme is funny because it shows a is positioned towards the left
dog laying on the floor with its head side of the person, covering
resting on its paws, as if it is .. i :
tired or sleepy. The caption, "monday a significant portion of their
just monday," adds to the humor by body. The person appears to
suggesting that the dog is feeling be enjoying their time at the
the same way as many people do on 5 ;
Mondays, which are often considered beach, possibly looking out
to be the most dreaded day of the at the ocean.
week. The meme is relatable and \ 4

humorous, making it a popular one
among internet users.

MiniGPT-4, 2023 Evaluating Object Hallucination in Large Vision-Language Models, 2023
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Benchmark: VQA v2
Q: Where is skateboarder looking?
GT: down

Benchmark: Visual Entailment
Claim: The player is well-skilled.
GT: entailment

Benchmark: Object Counting

Q: How many persons are there?
GT: 17

EI

SO % N

DI’

E%hﬁ%ﬁ%m?

N\ ( )

J
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v

e
Formulation: Open-Ended QA

Judgement: False [EM] / True [Human]

Formulation: Classification

Prediction: The image support the claim.
Judgement: False [EM] / True [Human]

Formulation: Number-Related QA
Prediction: There are more than 17 persons.
Judgement: True [Contain] / False [Human]|

.

\

Prediction: He is looking at down the board.

J

[*] indicates the evaluation method. Red and Green represent Wrong and Correct judgement. EM is short for “exactly matched”.
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Perception (Coarse-Grained Tasks)

Existence 2

[Y] Is there a elephant in this
image?

[N] Is there a hair drier in this
image?

Count [

[Y] Is there a total of two
person appear in the image?
[N] Is there only one person
appear in the image?

Position §

[Y] Is the motorcycle on the
right side of the bus?

[N] Is the motorcycle on the left
side of the bus.

-

[Y] Is there a refrigerator in
this image?

[N] Is there a donut in this
image?

[Y] Are there two pieces of
pizza in this image?

[N] Is there only one piece of
pizza in this image?

[Y] Is the baby on the right of

the dog in the image?
[N] Is the baby on the left of
the dog in the image?

Poster W&

Celebrity &

Scene &

Landmark (]

Artwork I

e

Perception (Fine-Grained Tasks)

[Y] Is this movie directed by
francis ford coppola?
[N] Is this movie directed by
franklin j. schaffner?

g

[Y] Is the actor inside the red =
box called Audrey Hepburn? i

[N] Is the actor inside the red

box called Chris April?

[Y] Does this image describe a
place of moat water?

[N] Does this image describe a
place of marsh?

[Y] Is this an image of Beijing
Guozijian?
[N] Is this an image of

Klinikkirche (Pfafferode)?

[Y] Does this artwork belong
to the type of still-life?

[N] Does this artwork belong
to the type of mythological?

[Y] Is this movie titled twilight
(2008)?

[N] Is this movie titled the
horse whisperer (1998)?

[Y] Is the actor inside the red
box named Jim Carrey?

[N] Is the actor inside the red
box named Jari Kinnunen?

[Y] Is this picture captured in a
place of galley?

[N] Is this picture captured in a
place of physics laboratory?

[Y] Is this a picture of Church
of Saint Giles in Prague?

[N] Is this a picture of
Pfarrkirche St. Martin an der Raab”

[Y] Is this artwork displayed in
musée du louvre?

[N] Is this artwork displayed in
galleria nazionale d'arte
moderna e contemporanea’

Cognition (Reasoning Tasks)

Color &
[Y] Is there a red coat in the [Y] Is there a red couch in the
w image? > image?
1 [N] Is there a yellow coat in the -~ [N] Is there a black couch in
image? the image?
Perception (OCR Task)
OCR ocR
[Y] Is the phone number in the - Ly [Y] Is the word in the logo
I picture "0131 555 6363"? "high time coffee shop"?
[N] Is the phone number in the & [N]Is the word in the logo
picture "0137 556 6363"? "high tite cofeee shop"?
Commonsense Reasoning ¢
[Y] Should I stop when I'm —— [Y] Is there one real cat in
about to cross the street? & this picture?
[N] When I see the sign in the | [N] Is there two real cats in
picture, can I cross the street? this picture?
Numerical Calculation 8
[Y] Is the answer to the arith- [Y] Should the value of "a"
29436 = metic question in the image 65?7 prsmgnz 35 in the picture equal 3?

[N] Is the answer to the arith-
metic question in the image 56?

[N] Should the value of "a"
in the picture equal 2?

Text Translat

ElxiE

ion p#
[Y] Appropriate to translate
into English ‘classic taste'? HESEH
[N] Appropriate to translate
into English 'strawberry flavor'?

Code Reasoning @

[Y] Python code. Is the output
of the code 'Hello'?
[N] Python code. Is the output
of the code 'World'?

[Y] Appropriate to translate into
English 'work hard together'!

[N] Appropriate to translate into
English 'be filled with intrigue'?

[Y] Python code. Is the output
of the code '0'?
[N] Python code. Is the output
of the code 'I'?
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B 3. Q: How many apples are there in the image? Choices: A. 2; B. 1;

A4y B 5 Co2x D X aqT: A

4 Passes in Circular Evaluation (choices with circular shift):
1. Q: How many apples are there in the image? Choices: A. 4; B. 3;
2. Q: How many apples are there in the image? Choices: A. 3; B. 2;

B.1
4. Q: How many apples are there in the image? Choices: A. 1; B. 4;
VLM failed at pass 3. Thus

=]
EI
LF_

o TVETE AYE) L,  ChatGPTH A K 75 B

The original VL problem: Circular Evaluation

Y Q: How many apples are there in the image?

VLM prediction: A. GT: A
VLM prediction: D. GT: D
VLM prediction: B. GT: ¢ X
VLM prediction: B. GT: B
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ul Quantitative Evaluationul

Visual Perception® Visual Knowledge Acquisition .
Image Classification Object Counting Image Captioning Key Information Extraction
4 benchmarks COCO, VCR 3 benchmarks SROIE, FUNSD
Multi-Class Identification Optical Characters Recognition
COCO, VCR 12 benchmarks
Visual Reasoning & Visual Commonsense/-
Visual Entailment Visual Question Answering Visual Commonsense QA
SNLI-VE 10 benchmarks ImageNetVC
Knowledge-grounded Image Description Visual Commonsense Reasoning
ScienceQA, VizWiz VCR
Embodied Intelligence & Hallucination =
. . . Object Hallucination
Minecraft = Virtual Home Meta-World Kitchen COCH Ronsom EopilarAnuersarial

* LVLM Arena (\g
M Matchmaking @ = Chat & Voting Elo Rating

¢ r 8}
I < g | I
@ Is this a rabbit? ﬂ i i ! ; l & 1000
1 No, this is not 1
1 a rabbit. It Iis a dog : 1 n bl : & 1000
1 dressed in a bunny | 1 1 5% 1000
: costume. 1 1 | & 1000
: ' : % 1000
1 @ No, it is adog 1 1 I ©2 1000
1 wearing a bunny 1
| costulme : | : G 1000
! P | # 1000
] I |

@ User [llLA-v2 @IMiniGPT-4 @, Otter BBl LLaVA €5 BLIP2  @RinstructBLIP $5,mPLUG-OWl ®VPGTrans
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Is this a rabbit?

Question Answering

No, it is a dog

bunny costume.

@ Yes, it is a rabbit.

MetricsI @

Multi-turn Reasoning

Is the person on
left and person

AnaIysis: Watching is a vague
action, so we cannot determine it
is romantic or not. We need
more information about

on right dating?
wearing a
~~ Answer: We are not sure.

"R

Is this a rabbit?

Prefix-based Score
(A) Sheep

(B) Rabbit

(C) Dog

@Q1: What is the body
language of the man?

0.1 Q2: What is the facial A1: He is looking at the nun
0.7 expression of the man? A2: Sad

Q3. What is the facial )
09@ || expression of the nun? A3: Sad

What should | do
if | feel sleepy?

User Study

@ If you feel sleepy while looking at this image, it
might be a good idea to take a break and rest for a
while. The scene features a well-decorated bedroom
with a bed, a chair, and a window. The room is

e

§

Quality
Relevance

Usefulness

@ v

Sum

5‘ User Input Ground truth
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Unified Benchmark: ReForm-Eval

Q1: Answer the question “Where is skateboarder looking?”’
with the options. Options: (A) Down; (B) Up; (C) Right.

Q2: Does the image indicate that the player 1s well-skilled?

Select the correct option. Options: (A) No; (B) Yes; (C) Maybe.

Q3: How many persons are there? Make your choice from the
provided options. Options: (A) 17; (B) 7; (C) 15; (D) 20.
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Unified Formulation: Multiple-Choice
Prediction: The answer 1s (A) Down.

Judgement: True [Option Matching]

Prediction: The selected answer is (B) Yes.
Judgement: True [Option Matching]

Prediction: The correct answer is (B) 7.
Judgement: False [Option Matching]

[*] indicates the evaluation method. Red and Green represent Wrong and Correct judgement. EM is short for “exactly matched”.

ReForm-Eval: Evaluating Large Vision Language Models via Unified Re-Formulation of Task-Oriented Benchmarks, 2023
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= M Matterport3DH 4 ZEMP3D-spatial, FHT7ZHAEILHFEVLNIESL

Question: Describe the spatial connection between\
vase and mantel within the image.

Options:

(A) The vase 1s inside the mantel;

(B) The vase 1s right of the mantel;

(C) The vase 1s next to the mantel;

(D) The vase 1s on the top of the mantel.

Answer: (D) /

Question: In the image, point out the object that \
has the greatest distance from you.

Options:

(A)picture;

(B) refrigerator;

(C) stairs;

(D)unknown.

Answer: (B) j

ReForm-Eval: Evaluating Large Vision Language Models via Unified Re-Formulation of Task-Oriented Benchmarks, 2023




ReForm-Eval} Y. Z—H

\\N
Hl
'

» CARA Y ) B THEBUR T35
= LI :
AT EDERNREE, BRE T RANEHKE
= JE4R: CIDEr (5 IBBLIP-2)
=» OCRFH<:
" f5%R. token-level¥5 &, HIMAEHH A A E trtokenfy LL
AT PRI IICES 4G % H R AY(A) FIR TERIC
= fEfR BTN
kiR WEMNWVIMOgHASEREESITIES
"E.g., £ “Blue” T AE ”(A) Blue” B “(A)”




(nn|

LVLMITE S B ERE

—+Fd

EEAZ%E ETXES (In-Context Learning)
» FESLVLMBIZICLI T B 4 i

X system-message

Assistant: The answer 1s (A) Yes.
Human: Xguestion Options: Xopeions
Assistant: The answer 1S

Human: Can you see the image? Options: (A) Yes; (B) No; (C) Not Sure; (D) Maybe.

" AR ETXHRAREXAARFEMRERFNESR.

BE%: UAEKE (likelihood) TEMY
 TEES M EIIAlikelihood, FFIEFFT] R M & E’J
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ReForm-Eval: Evaluating Large Vision Language Models via Unified Re-Formulation of Task-Oriented Benchmarks, 2023
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Model Model Architecture

| Vis Encoder | LLM | Connection Module | #oP | #0TP | #oVT
BLIP-2 ViT-G/14 FlanT5-XL Q-Former 3.94B | 106.7M 32
InstructBLIPx | ViT-G/14 FlanT5-XL Q-Former 4.02B | 187.2M 32
InstructBLIPy | ViT-G/14 Vicuna-7B Q-Former 7.92B | 188.8M 32
LLaVAy ViT-L/14 Vicuna-7B Linear 7.05B | 6.74B 256
LLaVA, ViT-L/14 LLaMA2-7B Linear 7.05B | 6.74B 256
MiniGPT4 ViT-G/14 Vicuna-7B Q-Former+Linear 7.83B 3.1M 32
mPLUG-Owl | ViT-L/14 LLaMA-7B Perceiver 7.12B | 384.6M 65
PandaGPT ImageBind Vicuna-7B+LoRA Linear 7.98B | 37.8M 1
IB-LLM ImageBind LLaMA-7B+LoRA+BT | BindNet+Gate 8.61B | 649.7"M 1
LA-V2 ViT-L/14 LLaMA-7B+BT Linear+Adapter+Gate 7.14B | 63.1M 10
mmGPT ViT-L/14 LLaMA-7B+LoRA Perceiver+Gate 8.37B | 23.5M 64
Shikra ViT-L/14 Vicuna-7B Linear 6.74B | 6.44B 256
Lynx ViT-G/14 Vicuna-7B+Adapter Perceiver 8.41B | 688.4M 64
Cheetory, ViT-G/14 Vicuna-7B Query+Linear+Q-Former | 7.84B 6.3M 32
Cheetory,, ViT-G/14 LLaMA2-Chat Query+Linear+Q-Former | 7.84B 6.3M 32
BLIVA ViT-G/14 Vicuna-7B Q-Former+Linear 7.92B | 194.6M 32

PS: Underlined represents a trainable component. “BT” represents bias-tuning . “BindNet” represents bind network.

Table 7: Model architecture of different LVLMs. “#oP”, “#0TP”, and “#0VT” are number of total
parameters, number of trainable parameters, and number of visual tokens, respectively.
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Visual ChatGPT : D Zero-Shot /5= {E

R X AESKERTA!
» H & : ChatGPT

2 AR EN RS
" FFRTF X AR / Fai

. :_E N o EAHAEE (VFM)
BEEWETENUREES]

M—

=a: ETTAESRY)
R, EFRICAE. ..
RTTIE:
= 813 “prompts manager”
= Zero-shot FHE 7 T\,

'iﬁt

T

User Query

"w please generate a red
v,ﬂower conditioned on
“the predicted depth of
this image and then
make it like a cartoon,
step by step

Y

Manager

1

Prompt |&

(Visual Foundation Models)

.

X

Stable  pjyopix

BLIP Diffusion
‘ Il'\\__ / I

ControINet Detection

Iterative Reasoning

Y . AA
.
.
|
P
'S )
£ e W

Outputs

What else
can | help
. you?

@ Here you are.

HTFChatGPT

Visual chatgpt: Talking, drawing and editing with visual foundation models, 2023
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Visual ChatGPT :IMZero-Shot AR {FEH T HE

(QZ: replace the sofa in this image with a desk and )

¥ - _
Qq: etallEoiraton then make it like a water-color painting
User Query Q; \ 4
2db9a50a.png Models F iy TTR R
................... N PATF JiHaz |22 iR, "= A =@
system E Hlstory of § lllllllllllllllllllll
Principles ? || : Dialogue #_, : l_) M @) ChatGP

[ Aq:Received. | 0| |l T
* Determine 1: Use VFM? Yes

\) Execute 1: Replace Something From The

] Photo - Inputs: (2db9a50a.png, sofa, desk)
Intermediate AnswerA,

483d replace-somethmg 2db9aSOa 2dbS%a50a.png

rQz: replace the sofa in this image
with a desk and then make it like
(@ water-color painting J

7 |7 i, ifer |2 IR

S — T

Determine 2: Use VFM? Yes
Execute 2: Instruct Image Using Text—> Inputs:
(483d_replace-something_2db%a50a_2db9a50a.pngl

make it like a water-color painting)
Intermediate Answer c/l(3)

Gz :483d_replace-
something_2db9a5
0a_2db9a50a.png

1

Output A;

fab1_pix2pix_483d

de_‘é)aSOa.p;g

p VFMs Execute fab1_ p/x2p/x 483d_ 2db90500 png
e or thewalinte 1 ..................... v 2| PR S WS
picture Historyof i | Intermediate | 3 R
- - - : Reasoning :R(<D Answer A . i =
Agz: The wall in the pictureis | | %reeeeess * --------- ¥ : Determine 3: Use VFM? No
blue. \Outputs Aq: fAb1_pix2pix_483d_2db9a50a.png )

Visual chatgpt Talking, drawing and ed|t|ng with visual foundation models, 2023



LLaVA-Plus: YR BEIZS] T BRFEFE

= B : LLaVA (B M {FE= LVLMs)

m 2314l -
iﬁljll:fl fl: IE‘] ° . . O Instruction / O Tool Use \
» [&] 5 B F Stable Diffusion /\\, /\ |
s K ﬁ\gu =T SAM Human Assistant Skill
\— = T \/ / \—/ Repository
- */—.'TI«E*E ;_—%_._q:%'le:*ﬁ;ljl\lj%% O Response \_ Q Tool Output /

KV Yabr
ARETHER
AR BRI AR ST ) T R 9950

Human : I, <\n> X <STOP> Assistant : X., . ; ,..<STOP>
Human : Xaxi1l resu1t <STOP> Assistant : X_ .., <STOP>
Llava-plus: Learning to use tools for creating multimodal agents, 2023
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Shikra: A ARIRNE
" S S E: LA AR

- Eiﬁﬁlf
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What is this man [0.171,0.330,0.650,0.779] scared of?

(e

W

The man [0.171,0.330,0.650,0.779] is scared of the chicken
[0.620,0.219,0.996,0.659] that 1s flying towards him.

Shikra: Unleashing Multimodal LLM’s Referential Dialogue Magic, 2023
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. 57["38%[3’]*5(?)% RefCOCO Visual-7W, visual genome, Flickr30k entities

. ;_JﬂZE’]QA"‘ﬁE T Flickr30k entities £{FEIRITIGPT-44E A},
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Kosmos2: ¥ RiaxzNFE R #Hf7Grounding

" B th =5 [6]: ARICAE
RITTIE: HRI1EER
= if & tokens: P*P tokens KR~ P*P NEH B R
" 157K tokens: | markdown 2 JB4EE L TR~
= <p> A FIA </p><box>FRICHE</box>
= <grounding> {E A — 1 REKIETIRE RS H EFfTgrounding

<s> <image> Image Embedding </image> <grounding> <p> It </p><box><loc44><locgs3></box>
seats next to <p> a campfire </p><box><locs><locioo7></box> </s>

s )11 25 B SON + AR + GRIT

» }ES-5%1E: LLaVA + unnatural instructions + GRIT
Kosmos-2: Grounding Multimodal Large Language Models to the World, 2023




Kosmos2: GRIT ( Grounded Image-Text) 4%

« PIR-1 918 B 1R 1E-FRICHEX]: SpaCy + GLIP

n JHIE_D MJiGEreferring-expression-FR1CHEXT

" E I AR 518 X W 2 R R R 1B & Bl referring expression
» S EH IR (referring expression) B1& RYIN

Sentence dependency relations

}

Expand

)

adogina Identify

B ——

field of flowers noun chunks noun chunks \
a dbg - - - a dog in a field of flowers Bro Keep “a dog in a field of flowers”
afield - a field of flowers P Drop “afield of flowers”
substrings 0 B
flowers > flowers Drop “flowers
Detection &
Compose
Post-process
‘ a dog: . adogin afield of
[290,371,605,750] | flowers: !
a field: : [290,371,605,750]
[0,264,919,921] i ~
Step-1: Creating noun Step-2: Producing referring
chunk - bounding box pairs expression - bounding box pairs

Kosmos-2: Grounding Multimodal Large Language Models to the World, 2023



VisionLLM: & =
"By =S E): KA + AR
"R E: ARAETEY R E5ER + BEBINEX
Dlrendomavery [ MERECCMIET g ) 0 <t e
I T\ [
Backbone i. Language-Guided Open-Ended Task

Image Tokenizer Decoder with LLM

<text> a|J_-| &l <text>

P
Vision-language example: "Describe the image <image> in details."  Language Instructions <text>

|II
=
e
<
-

BL

[ Sl

Vision-qnly example: "For each object i{) image <image> that' isa member of class set <class>, .output a
n T FRFEITH T ;| coondnates houkdbe withinrange <onses. T outpu format shoutd e e xt i, 0
" 512 \L B tokens: T/~ ER + 2K F tokens: E K FAJindex

N A S R
igqutokens kTR, FAES DAY
— e N
TS A RS

V|5|onIIm Large language model is also an open-ended decoder for vision-centric tasks, 2023
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DreamLLM: S| A\ B30 & H

= X JEE: CLIP + Vicuna + Stable Diffusion
i e SXARRZENEA
KV Yabr

= <dream> token S fFFIE~TEBR AR NAER
viznz, W o R

= 5| A\ O] = 3] fydream queries

" IR L - Vi ~
» MMCAR Y B R 78 S #Y oo et t- 3 e
" 7 FHGPT-4 M\ 351532 15 TH R HIQAXS

Dreamlim: Synergistic multimodal comprehension and creation, 2023
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Next-GPT: (EEIZSEHAE Y

» - > H S
RS RS, EARBNER
iﬁi'—-lfl: Hj: EE/%\ %IL,\ N %/C,\)LJIEE N El/%\
Text = N
(o) Image Input \ , Image Output 3 : () |
Image  }/AA Projection,(ks \/ Projection (A) 7 (™M
. Audio Input Audio Output
Audio Projection A Projection A
Video
More modalities ees o= -
Multimodal Input LLM-centric =~ LLM-based Semantic Instruction-following  Multimodal Output

Encoding Alignment Understanding Alignment Generation

Next-gpt: Any-to-any multimodal lim, 2023



Next-GPT: EERSHIAEAN

"R E: ERERS. ESENER
"R E: AR SINRSER A AR

TETCI%ELLEEEH%E#%U{;.M, E.g. <IMGO0><IMG1><IMG2><IMG3>
ERERER, SMNAFNNERRAMEAXNNRESEBIFNTA
o= HUH"‘&?E’E%:
" YA + X = 3A: LLaVA, miniGPT-4, VideoChat
= AR -XAK+ X BT X-FRik BUEME
* MosIT: #3935 A9 5K X1
= ETGPT-4fSelf-instruct777%: MIEL . ZIRS. ESKAIXSIE

= HEEE B AL AN 4R 755035 Youtube, StableDiffusion, Midjourney

= ANITRiE, RiERE
Next-gpt: Any-to-any multimodal lim, 2023




IVLIMRBE DY 36 A& ES LR IHVIEE

E;F FEMES L WVLMs FIXS R A SOTAs {38 Z=EE (FHER B Qwen-
VL

Model | Nocaps | Flickr30K | VQAV2 | OKVQA | GQA | SciQAdmg | Viewiz_

BLIP-2 103.9 71.6 65.0 45.9 32.3 61.0 19.6
Specialist 127.0 84.5 86.1 66.1 72.1 92.5 70.9
SOTAs (PALI)  (InstructBLIP) (PALI-X)  (PALI-X) (CFR) (LLaVA)  (PALI-X)

= Zero-shot LVLMs v.s Fine-tuned SOTAs
s VIME B Z ISR EESHNEEm A EHER

= \VLMBE R4 B 5 45/ \FISOTAFY = FE 1T ?
s FEXSTFHI{ES: VQA, Object Grounding, Image Captioning




Qwen-VL: Zf

555 3]

= fit1)

" Zf

Stagel: Pretraining

E%%g %J

= 31 55 4R AL E8: OpenCLIP ViT-bigG (448 px)
=LLM: Qwen-7/B;
= 3-BEX AU I ZRAE SR

|85 KAAR, 55 5<BXAY B SR

T =2UE (VQA, Caption, Grounding, OCR)
ELRA: BETIEERELE (£

Stage2:Multi-task

Stage3: Supervised

Finetuning

[ QwenlLM @ ]

|

sattn @

Pretraining
[ QwenL.M ] [ QwenLM &]
I T eeeeeeeee [
uery — CrossAttn & Query — CrossAttn ft
ViT & ViT &
@ Low R« @ High Resoh

Multi-task and

Image-Text P Interleaved VL D

Cros!
S —]—

m High Resolution

Chat Interleaved
VL Data

= [y cross-attentionf& ik

S+ 3OK)

Qwen-vl: A frontier large vision-
language model with versatile
abilities, 2023



MiniGPT4-v2: ZiFhs| NS IEREF

= X 2R AL ES: EVA-VIT (448 px)

= LLM: LLaMA-2 T’:’T
" FEREARER: PR A94 M tokens# fTLinear , i‘L_k'aTaf”/ =
[INST] </Img> [refer
" 3-BhERIISR: e ) E A g, | esinen
-EI}\EE%?E??’?' [vaal, [grounding], [refer].. e+

= Tl 3 2= 3] 55 BRI E DX LETEETE
. gT::%%_J X 2B% B BV 1ES 204 (VQA + Caption + Grounding)
IR RIA: 5 EBREUE (BT + XUK)

Minigpt-v2: large language model as a unified interface for vision-language multi-task learning, 2023



CogVLM:5| AT T FRAZER

= {0 4R D88 : EVA2-CLIP-E (490 px)
" LLM: Vicuna-7B-v1.5 + ) vt & KR IR;

" ERERB: MLPR E ————
- Ik = () |

] LAION + ;__%:-: Kosmosz 7[‘/193\\%_5/9 groundmg %éi:f)% a esl Mye;Norm ]
" SFTX#%i}“?;?\: E ( Muti-head Attention )

N

" [LaVA, LLaVAR, LRV-Instruction, I /A FF213E o] [&] [V] ol o v

OKV marrix ) ( OKV matrix )

[ | —F;ﬁ?'f}%iﬂq Fine_tuning: i : [ TTextfeatureS]
Image features | LayerNorm
" Captioning, VQA, visual grounding § !
]

S G

CogVLM: Visual Expert for Pretrained Language Models, 2023
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HEl, BEESHERBRESHVIREX A EZTHIRE

. Instruction
w XIS (usually in an egocentric view) Turn right and head

NN towards the kitchen.
B A~ 1 7 Then turn left, pass a : ‘

via texts or audios P
L ( ) table and enter the Global
: : hallway. Walk d A ctari

» HETH (understand surroundings and plan) i Tl e I::l:;t:;::

into the entry way to

u '/[—Trz_ijj (through motor controls or high-level actions).  your right ~without

doors. Stop in front

view

of the toilet.

c— . . /\ Initial Position

- %)I_IL.,'JI__L'LI_,-I«E' = TE,'I‘)T { % Target Position
. . . . Demonstration Path A
(Vision-and-Language Navigation) B et A
N _ d Path
MEBESY AN —NFNERERE Frecuted Path ©
— S HVINFED]

Vision-and-language navigation: Interpreting visually-grounded navigation instructions in real environments, 2018
Reinforced cross-modal matching and self-supervised imitation learning for vision-language navigation, 2019.
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Title: Star’s Tux Promise Draws Megyn Kelly’s Sarcasm
Subtitle: Joaquin Phoenix pledged to not change for each awards event
Article: A year ago, Joaquin Phoenix made headlines when he appeared on

the red carpet at the Golden Globes wearing a tuxedo with a paper bag over
his head that read, "I am a shape-shifter. I can’t change the world. I
can only change myself." It was a promise to not change to fit into the
Hollywood mold: "I think that’s a really special thing, to not change
yourself. I think it’s a really special thing to say, ‘This is what’s
inside of me, I’m proud of it, and I’m not going to be ashamed because of
the way that someone else thinks I should be.’" Now, it’s the Oscars, and
Phoenix is at it again. But this time, his publicist is saying he’ll be
wearing a tux no matter what.

Megyn Kelly was not impressed, and she let him have it on The Tonight Show.
"You know, I feel like, I feel like you could have worn the tux," she says.
"But you’re saying you’re a shape-shifter. I don’t know if you can change
your tux, but you can change your mind. You can change your mind. You can
change your mind." Phoenix says he did, but it didn’t stick. "I was like,
‘Okay, I’m going to wear a tuxedo to this thing.’ And then I thought, ‘I
don’t want to wear a tuxedo to this thing.’" Kelly goes on to encourage him
to change his mind again, but Phoenix says it’s too late: "I’m committed to
wearing this."

Figure 3.15: The GPT-3 generated news article that humans found the easiest to distinguish from a human written
article (accuracy: 61%).

) ERARRERWEEFAIVING

Language models are few-shot learners, 2020

Sample question using prompt template

The following are multiple choice questions (with answers) about medical knowledge.
**Question**: A 40-year-old woman has had hypercalcemia for 1 year and recently
passed a renal calculus. Serum parathyroid hormone and calcium concentrations are
increased, and serum phosphate concentration is decreased. Parathyroid hormone most
likely causes an increase in the serum calcium concentration by which of the following
mechanisms?

(A) Decreased degradation of 25-hydroxycholecalciferol

(B) Direct action on intestine to increase calcium absorption

(C) Direct action on intestine to increase magnesium absorption

(D) Increased synthesis of 25-hydroxycholecalciferol

(E) Inhibition of calcitonin production

(F) Stimulation of 1,25-dihydroxycholecalciferol production

** Answer:**(F

Zero-shot medical analysis (GPT-4)

E{x |

A comprehensive capability analysis of gpt-3 and gpt-3.5 series models, 2023



A? Nav: KIBESREMEN IS TR

A FILLMAL 8 1 AR IR R A IR BE 1 818 R AE T T 1ES -

n /I\ I 1E % @ @ Instruction: Proceed beyond the sofa after departing from the
bedroom. Continue walking forward until reaching the table
u —_— /I\iﬂj, 1‘,‘]_'\ ( Large Language Model
— A SRR R RN
" NSz ARE K E S
>  Agent
* * W Object Landmark
v > {_! Region Landmark
@ (GoTo, OBJECT) (@ (GoPasT, OJEcT)  Navigation Path
------- 71
> : i > -

____________

~N
z (—> Existing Method

— = B 4> A5 . | => Our Method
" Ej] 'f/E JE& %I:I El\] 'TJ_ )-L ﬂi H% . [:] Action Demand
Start Position

o FBREARYEKSZHEE (Zero-Shot Object Navigator, ZSON)
. GAZSONE—AMEEXBNT S

Goal Position

AN72 Nav: Action-Aware Zero-Shot Robot Navigation by Exploiting Vision-and-Language Ability of Foundation Models, 2023



SWIFTSAGE: 5| AXNIBSRAFHITRRRE
UMM TR B, RERGUE (BET—HHER)

Task: Your task is to melt ice cream.; Time: 14; Score: 35; Action history: <extra_id_0> Action 5 (+5): open fridge

e --> You opened fridge. In it, you see an ice cream... [...] <extra_id_9> Action 14 (+0): move metal pot to stove --
= SWIFT 1;%:[:;{" (T-S La rge): > You move the metal pot to the stove. </s> Current environment: This room is kitchen. You see: a fridge
_ (closed) | asink | an oven (closed, turned off) | a stove (turned off; on it: a metal pot containing ice cream ...).
s g AN J— AR Y rax
‘TJ- = = \# g ; [[....]] Inventory: an orange, ... </s> Visited: workshop, hallway, kitchen </s> What should be the next action?
ol - F 3 FIT] o 1L Iventory; Visited
A [5-large w, Next action: ‘ Obs. 15: The stove appears X Time to
= SAGE 7"7E'< ij& (G PT—4) : S L LGS, activate stove a ~ broken and can't be activated.  \ switch
n QLI 1ESWiI FT;[:;E'Zij& E/\] %%-I%EQ% @ Sage: Prompting LLMs (GPT-4) for Planning and Grounding the Next Subgoals
- (@]
Task + History (t=1—15) + Env. Plans: Q1: ... Q2: ... Qs: ...
Qi1 & Q2: Locate Needed Obijects > Qu4: 1. Find a working heat source
Q: & Q«: Plan & Track Subgoals 2. Place the metal pot with ice cream on the heat source.
Qs. Det'ect & Fix Exceptions p N 3. Wait until the ice cream melts.
» SAGE E/\] I‘;ﬁ IZ/\E}'L% H]% . - P D 3 Qs: You tried to use the broken stove as a heat source. To
J1 X ' ‘ﬁ’ Action buffer o fix this, you should try using the oven in the kitchen or ...
. = N N Open oven g |
*mjz"l/_rég IE\I ':/'l_—l\El‘-XTJ-Jj—JEE—*D 'Er: Env. \R) § move metal pot to oven 5 Demo + Task + Env. + History + Plan + Action Types:
%?}[—L’f—_r'l B /E,]}_I:’f—_r ,I_T[j\ gfl:.: /\ \ﬁ close oven ~ O - POUR (4, B): pour object A into container B; e.g., POUR(water, pot)
. ﬁ” activate oven @ - ... Convert next subgoals to a sequence of actions:
» T {EELLMEFFT~—HE

7|°/_j(, #3%’-;&?% T% Jﬂz— ,?\ 5 IJ '/[i'ij] ° 1) There are five consecutive time steps with zero reward (Zz;tl_ s R =0). 'ﬁ[ : T_[' A ASWl - 1‘% 4 j&
2) The SWIFT’s prediction for the next action (A}) is invalid in the current environme it %%
3) A} can result in a critical decision, such as giving the final answer for the experime -t]] Tﬁ :tIJ SAG E*%ij&?

4) The observation of A suggests that an exception is encountered.

SwiftSage: A Generative Agent with Fast and Slow Thinking for Complex Interactive Tasks, 2023



NavGPT: RIEFREUEA BIER R

s — EFARWAE T SAUESE, A KIE S B AE Vs R,
= DAL GRS 21T H’JMMM{WWHﬁ%Eﬁ/ﬁ ST
o fE R, {8 H chain-of-thought, fl-& fH 4 (Tﬁfi) 5F[lﬁ7§j3 (HRH

L Instruction } [ Observatlon History J
hhhhhhhhhhhhhhhhhhhhhhhhhhhhh > i
1; % ?:ig‘ ;Jlg 1;@ E:: gLy :t':/eki::e:e:;nad":t'o:l:hle:t\::::etdhe an 2 ~ ﬂ bu mmari;g rJ
refrigerator and dining table. » *T—r——v
u Visual FoundatiOn MOdEIS: ( System Principles? J ’ Visual Foundation Models F—»' Buffer }
‘ § ¢ s RS, & v
[ %I)lﬁ%%jﬁ BLl P_z C;Bt Prompt Manager
3 7 : 7 N
| /;I:% ’lexﬁl‘\{)\u . Fa Ste - RC N N Ca Large Language Model Yes @ . ‘
Iy AN , Stop? LLM
- ﬁ 1LL UEl zlk,l . G PT‘3 . 5 ‘ No Thoughts
Reasoning Format
" History Summarizer: GPT-3.5 e a ooy, |
to navigate according to the instruction LL.M
| LLM : G PT_4 \ 7 | Action: Mack_action("ViewpointID") Action /

NavGPT: Explicit Reasoning in Vision-and-Language Navigation with Large Language Models, 2023
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Topic 1: Instruction Analysis

Can you decompose actions in the instruction
“Turn left and exit the room. Keep walking along
the hall past the kitchen area. Wait by the
doorway to the dining table area."?

Actions:

1. Tum left.

2. Exit the room.

3. Keep walking along the hall.

4. Walk past the kitchen area.

5. Wait by the doorway to the dining table area.

@ Can you extract landmarks in the instruction ...?

Actions are all correct. Landmarks:
Room (room), Hall (room), Kitchen Area

(room) , Doorway to the Dining Table Area
(fumniture, room)

GPT-4

extract actions and
identify landmark as
well as their types

EHRRABTZNER

Topic 2: Vision Perception

Direction 1 Dlrecuon 6

Direction 9

e
g What room can you see in the current direction 1?

| can see a hallway in the middle of the scene.

@ What infrastructure can you see in the current
direction 1?

This are glass door on the right side of the hall.

hallway | vase | glass door | ceiling | light | ...

(Observe 12 directions with these 2 questions

InstructBLIP + RAM

observe the scene-level

vision and objects

SLA

kR

= (XAER) .

Cycle at Every Movement Step Until “Stop”

Topic 3: Completion Estimation

@ Can you summarize navigation trajectory?

[Step 1] Observation: ... Thought: ... — [Step 2]

Can you estimate the completion of given
instruction based on the navigation history?

Thought: (1) | have exited room... Prediction:
Executed Actions:

1. Turn left.

2. Exit the room.

3. Keep walking along the hall.

4. Walk past the kitchen area.

In-progress Actions:

5. Wait by the doorway to the dining table area.
Actions Waiting to be Execute: None

ChatGPT & GPT4

summarize the trajectory;
estimate what actions have
been executed

Discuss Before Moving: Visual Language Navigation via Multi-expert Discussions,

Topic 4: Decision Testing

Thought: ...... Prediction: Direction 6
@ Thought: ...... Prediction: Direction 6
Thought: ...... Prediction: Direction 9

Can you help me fuse the thoughts leading to the
same movement direction? These thoughts are ...

(1) Thought: ...... Prediction: Direction 6 x
(2) Thought: ...... Prediction: Direction 9

@ Can you help me make final decision? The ...

Thought: ... Direction 6 is better than Direction 9. x
Prediction: Direction 6

ChatGPT & GPT4

fuse given thought from
multi-experts; select the
final action

2023




DiscussNav: KIZEEEREMEANTEEZ R

RESULTS ON R2R VALIDATION UNSEEN SPLIT.

Training Schema Method TL NE| OSRfT SRt SPLt

Seq2Seq [1] 839 7.81 28 21 . REAL ROBOT EXPERIMENTS IN INDOOR SCENE.
Train Only Speaker Follower [5] - 6.62 45 35 -

EnvDrop [6] 10.70 5.22 - 52 48 Traini Sch Method SR

PREVALENT [7] 1019 471 - 58 53 famng schema ctho T
Pretrain + Finetune 1y 17 19 1146 229 73 66 6l 10}

DuET [10] 13.94 3.31 81 72 60 NavGPT [11] 10

Zero-shot )

DuET (Init. LXMERT [51]) 22.03 974 7 1 0 DiscussNav (Ours) 25
Zero-shot NavGPT [11] 1145 6.46 42 34 29

DiscussNav (Ours) 9.69 5.32 61 43 40

» frzero-shot % E Tv, DiscussNaviBLL M 7775 M REFE

> BREET TR/ NMEE

« Sim-2-Real Transfer3CLs: Z5 5 3% AH NavGPT B2% CoT BIRE 112 PR,

* [ DiscussNav 7EIE 5% . W SR MF I ARFOE R K T E R I E LT

Discuss Before Moving: Visual Language Navigation via Multi-expert Discussions, 2023
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Image Captioning
(GPT-4V)

A modern living room with
cream walls, a beige sofa,
and a black fireplace. A
decorative mirror, indoor
plants, and a dark wooden
No direction staircase with black railings
enhance the space. Natural
Useless light streams in through
information ample windows.

No chairs

FEERFZET.

Instruction Parser
(GPT-4)

1.Identify Bed

2.Move to Left of Bed
3.Exit Bedroom

4.Enter Hallway

5.Proceed Down Hallway
6.Turn Right at Top of Stairs
7.Go Past Stairs

8.Enter Second Bedroom

Go to the left of the bed and out of the bedroom. Then go down 9 Wai o
the hall and make a right at the top of the stairs, go past the stairs -Wait hallucination

and go a couple steps into the bedroom and wait there.

» NREAEEEE, $51R°

G RIRA

LIRS

HBIARS

ARIR A
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» Image Text Retrieval

Image Query Retrieval Results

> Vision-based Text Generation

’ Aporson rldlng a
motorcycle on a dirt road.

Two dogs play in the grass.

BERN. BEMEE. ER. £RES

ZEMN. ZLNHIE. WERF. SETMXR




EmbodiedGPT: 3¢

FLVLMs 3

= Ex T

ERIAFIBE I HYE S

2. EFIEBANHIERE N VF S
SESEINFES

Embodiedgpt: Vision-language pre-training via embodied chain of thought,

3. TR

Tz, AR

Vision
Transformer

A

=

—ANiEEl

<

nH R S E 8

<

Embodied Queries Text Queries

v v

—» Embodied-Former —» Langua'lge —> LLaMA
Mapping
Instance information
Text prompt
Questions
Global information Task description
coneal Examples
I Dialogue Memory
“4 CNN w/ global Policy
average pooling Mapping

Physical Manipulation

2023

g{ Assistant: Red ‘

button?

\_ Multi-turn Dialogue

_-I-_IE 7’: o
e . )
<imgs>[Image/8de837d8.mp4] ¥
How to do this task?
Assistant : Plans are
Step 1: grasp the handle of
—> the microwave oven door
ﬂu! Step2: pull the handle out
Actions:
Grasp(handle)
Pull out(handle)
\ Embodied Planning
~N
Human: Please give caption C
Assistant: A robot is of Video/8de837d8.mp4
g opening the door of the
microwave Oven
Video Caption )
4 <imgs>[Video/8de837d8.mp4] ﬂ\
What object is the robot =
g} Assistant: The microwave operating?
Oven.
_ Video Q&A )
4 — 2
<imgs>[Video/8de837d8.mp4] =
What object is the robot
operating?
g{ Assistant: The button I
What is the color of the ]
~
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LLaRP: @it =911 2k LVLMs

c BITEZERLF I FVIMSYIZABE ZTRE SESHNRR-18S RS

al a¢

PRI ZA 4
e Visual Encoder: VC-1

: <3 t
" Trained with Online ( Action Head |( Value Head | [ ActionHead |[ ValueHead |

Reinforcement Iearrﬁnq*

K e S8 MLP X MLP
* LLM: LLaMA-7B V1
Large Language Model
* Connection: Linear - - ( =t ) ( o )
. . t t 1 t
¢ ACtIOI‘l DECOder: M LP Wlth Re LU Tokenize:  ([q 000 Iy Vision Encoder Vision Encoder
Task Instruction: “Move all the fruit to the fridge”

(=) l\_\A <~ ] 3/ N D Trained fromscratchwithRL | oo < r .

581k % > X FIDD-PPOR % ey Ll

WAV — N FTEYE A EUHR SR Language Rearrangement L4714k, ZEIEEBE S 150k NI4T
S 1k MURES, FlIaNERNHFRE. SMANRER.
AT HIESE SN E A Habitat 2.0tEH) =, EEAINTSHNSHRHTIE, MMATEZLRLFE S,

Large Language Models as Generalizable Policies for Embodied Tasks, 2023
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Transformer-based Agent \ LLM-based Agent ) LVLM-based Agent A

histow Instruction: Walk into the house, and go through the kitchen. Leave
embeddin @ vl (_7_) vl vl the Kitchen through the door on the right of the large black bookcase. g
g L GO down the stairs. Stop on the third stair from the top. Observatlon

| Temporal Transformer | Init observation: .with hardwood floors and a dining table.. 1

Thought: First, I need to go through the kitchen. The kitchen is in
- 4 4 4 the front left direction, 5o I should move to the viewpoint
el (? (? 68aafa779b9catecat6156c fddceddzb ' .
S e L Action: action_maker ("68aafa779b9c41ecalé6156cfddcedd2b")
Panoramic Transformer | I Panoramic Transformer | | Panoramic Transformer | Observation: .A dining room and kitchen with hardwood floors.

Thought: I am now in the kitchen. Next, I need to find the door on

image x x 2 the right of the large black bookcase. I should move to the viewpoint

embeding '?685!72986379%11‘60!)09(23915364‘!2d8' to get a better view of the
kitchen and find the door.

Action: action_maker ("e685b29863794f00b09c23e1536412d8") previous

Observation: ..A kitchen with white cabinets, varying flooring and

counter top materials, and white ceiling lights. his[ory

Thought: I can see the kitchen clearly now, but I still can't find

the large black bookcase and the door on its right. I should move to fea[ures

the viewpoint '5b01ffae96874e60a9decd1fbac7edee’ to explore the

kitchen further. "

Action: action_maker ("5b@1ffae96874e60a9decd1fbac7edee") HlStory Features

Observation: .A kitchen with a marble top island, counter top, and

. . . fi;:P:l:‘::e.I found the large black bookcase in the rear left direction, H istor as Su m m a rized featu res
H|St0ry as sequen‘“al observation features Al e e 59 ronts 3000wk e e Y

'eb62661ec94d04adda7fee9a81d429d2b' to get closer to the door.

Action: action_maker("e62661ec94d04adda7fee9a81d429d2b")

. Observation: ..A hallway with hardwood floors and a door leads to a
@ . Instruction: “go into the . . room with a bookcase and a ceiling fan, while another hallway

.5 living room and water the TOpOlOglcaI Mapping features a bookcase and a bookshelf.

9 Thought: I am now closer to the door on the right of the large black
plant on the table.” bookcase. I should move to the viewpoint
'ea374bef649549d8a12bb06d67ed206e' to go through the door and reach
the stairs.

Action: action_maker ("ea374bef649549d8a12bb06d67ed206e")

Observation: .A hallway with hardwood floors, a staircase, a painting.

Thought: I am now in the hallway with the staircase. I need to go Any better l I Iethods to
down the stairs and stop on the third stair from the top. I should
move to the viewpoint 'a8311575bf3d485a81af8350aa25bddb' to start

90ing down the stairs. mOde”ing the |Ong-term

Action: action_maker ("a8311575bf3d485a81af8350aa25bddb")
Observation: ..A view of a staircase with a black railing, a hallway d d f th H t k
with a white railing and art, and a bathroom with a white ceiling and epen ency o IS as ?
a light fixture.

Local Actions Thought: I am now on the stairs. I should move to the viewpoint

—— Environment '998dfb266ae84564b136c862fae09dd5' to go down the stairs and stop on
J the third ..

view image

panorama

Observations

step t: panorama + GPS location

Panorama
Encoding

History as Topological graph
\ y polog grap j

History as Long Context

\_ J \ J
History aware multimodal transformer for vision-and-language navigation, 2021
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| Space-based Perception |

Spatial Relation Judgment |

Avg.
Model CLEVR | VSR | MP3D-Spatial | °
| Acc Instability | Acc Instability | Acc Instability | Acc Instability
Generation Evaluation

BLIP-2f 42.67 0.28 46.95 0.21 39.87 0.32 43.16 0.27
InstructBLIPr | 44.84 0.39 52.37 0.25 41.01 0.37 46.07 0.34
InstructBLIPy, | 46.32 0.51 52.37 0.49 34.59 0.50 44 .43 0.50
LLaVAy 19.01 1.24 40.00 0.88 27.19 1.13 28.73 1.08
LLaVAL, 36.52 0.61 52.54 0.21 34.67 0.64 41.24 0.49
MiniGPT4 33.74 0.84 36.44 0.81 33.62 0.84 34.60 0.83
mPLUG-Owl | 27.48 1.01 28.81 0.97 24.23 1.04 26.84 1.01
PandaGPT 29.65 0.90 35.76 0.86 34.50 0.80 33.30 0.85
IB-LLM 31.45 0.96 40.00 0.94 35.22 0.83 35.56 091
LA-V2 21.39 1.05 23.05 1.04 27.06 1.01 23.83 1.03
mmGPT 22.26 1.13 28.98 1.01 29.30 0.98 26.85 1.04
Shikra 23.82 0.77 46.27 0.60 29.77 0.84 33.29 0.74
Lynx 40.58 0.68 45.76 0.66 34.38 0.78 40.24 0.71
Cheetory, 24.72 1.03 35.76 0.77 31.21 0.88 30.56 0.89
Cheetory,, 29.10 0.77 40.85 0.69 33.53 0.73 34.49 0.73
BLIVA 30.64 0.85 35.25 0.61 34.12 0.59 33.34 0.68

© WIMN = EMEEMNIEBRE (<50%) .
» ROBFBRARECNAESTRERMAXNEIESE LRI,
-+ RZEEBEIRES EIEMRE N IHEKRE.

ReForm-Eval: Evaluating Large Vision Language Models via Unified Re-Formulation of Task-Oriented Benchmarks, 2023

ChatGPT-4:
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